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 Why Elixir?

|> Reinforcement Learning

|>

|> implementation examples
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RL



Learning

Reinforcement learning is a computational approach to 
understanding goal-directed learing and decision making. It is 
distinguished from other computational approaches by its 
emphasis on learning by an agent from direct interaction with 
the environment. 

Reinforcement

Reinforcement Learning
Richard S. Sutton, Andrew G. Barto
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Learning

Reinforcement

 Crédito: RISELab - UC Berkeley
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Learning

Reinforcement

 Crédito: @simoninithomas 
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Learning

Reinforcement

 Google DeepMind Challenge Match
AlphaGo versus Lee Sedol 
9 -15 March 2016
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Learning

Reinforcement

reward

agent

action observation

environment

§  Agent is the component that takes decisions
§  Environment rewards the agent by its actions
§  Agent observes environment and its changes
§  Agent learns from experience
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Markov
Decision
Process

agent

action

Obtained	knowledge	can	be	used	for	
estimate	the	future	reward	(expected	
cumulative	future	discounted	reward)	

Ony	 current	 state	 is	
considered	 for	 taking	 a	
decision	-	past	states	and	
actions	are	ignored.	
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Markov
Decision
Process

agent

action

Bellman's principle of optimality 

Ony	 current	 state	 is	
considered	 for	 taking	 a	
decision	-	past	states	and	
actions	are	ignored.	

Obtained	knowledge	can	be	used	for	
estimate	the	future	reward	(expected	
cumulative	future	discounted	reward)	
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Artificial
Neural
Networks

agent

action

State      |  dense and conv layers |   Q values / policy

DeepQ-Learning
	

GPU intensive
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reward

agent

action observation

environment

The environment representation and its 
reward logic, as well as the environment 
state processing and transformation are CPU 
intensive tasks 
 

CPU intensive
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Why Elixir?



reward

agent

action observation

environment

Why Elixir?

Implementation on real world physical systems 
require diverse interconnected computing 
units

IoT



reward

agent

action observation

environment

Facilidades de comunicación mediante paso 
de mensajesActor model

Why Elixir?



Existing tooling
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OpenAI Gym 
https://github.com/openai/gym	
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ML-Agents Toolkit 
https://github.com/Unity-Technologies/ml-agents	
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Google Dopamine
https://github.com/google/dopamine
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Facebook Horizon
https://github.com/facebookresearch/Horizon
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Elixir  
implementation 
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Gyx.Core 
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Gyx.Core.Env 

Gyx.Core.Exp 



Gyx.Core 
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Gyx.Core.Env 

Gyx.Core.Spaces.Discrete 

Gyx.Core.Spaces 



Gyx.Environments.FrozenLake 
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Gyx.Core.Env 



Gyx.Gym.Environment 
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Gyx.Core.Env 



Gyx.Agents 
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Gyx.Qstorage 



Gyx.Core.ReplayMemory 
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Gyx.Core.Env 



Gradient Based methods work best with i.i.d samples 
(independent and identically distributed) 
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Gyx.Core.Env 

It is hard to evaluete efectiveness of a policy if it 
changes at the same time 

Replay Memory decouples learning from 
environment exploration 
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Distributed  
Prioritized  

Experience  
Replay 
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https://github.com/doctorcorral/gyx

Thank  you!



por si las flais




